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The objective of this document is to collect all the visualizations described in the selected corpus of 
papers, along with descriptions wherever required.
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[Andrienko2016] [AAFJ16] This paper presents a visual 

analytics model which can analyze the episodic digital 

traces/locations of a person over a long period of time and 

detect places of significant interest like home, work, social 

activity place etc. But this model also preserves the privacy 

of the person being analyzed. This paper uses geographical 

maps to cluster neighboring point clusters into larger. It 

also uses a semantic map to display the semantic 

information about different places derived from the data of 

a certain city. This paper also uses 2D time histograms to 

analyze the usage of different location clusters in a certain 

city over a certain period of time.
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[Andrienko2016] [AAFJ16]
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[Chou2016][CY16] This paper proposes an obfuscation technique for 

scientific visualizations in order to maintain the privacy of the user. 

This block based volume data transformation algorithm obfuscates a 

volume data and delegates the task of rendering the volume data to a 

remote server, thus preserving the privacy of the scientific 

visualization. The images show the difference between normal 

rendering and the proposed privacy-aware volume rendering. This 

paper has also developed a transfer function adjustment so that the 

transfer to the remote server for volume rendering is also privacy 

preserving.
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[Chou2017][CMB17] This paper focuses on creating privacy 

preserving visualization using ontological social network data. It 

suggests that methods like node and edge deletion, node merging and 

edge bundling in a node-link diagram can improve their privacy, this 

resolving k-anonymity and l-diversity privacy leaks. This paper also 

comments on the improvement of the readability of the ontology 

visualization in order to "allow viewers effectively perceive, analyze, 

and interpret an underlying dataset and it s salient features". This 

paper has also included two case studies demonstrating the 

effectiveness of these privacy preserving visualization techniques. The 

case studies were conducted on the MIT Reality Mining Dataset and 

the School Kids Friendship Dataset. 



Supplementary Material7

[Chou2019][CWM19] This paper focuses on developing privacy-

preserving visualizations on event sequence data.It also discusses the 

privacy threats like identity disclosure and attribute disclosure and the 

privacy models like k-anonymity, l-diversity and t-closeness which 

help to overcome these privacy threats. This paper also discusses the 

privacy preserving operations on Sankey diagrams like merge, 

redirect, delete and blur, which will also help in retaining the utility of 

the visualization. It also offers the option of automated privacy 

preservation to users in order to resolve the privacy issues 

automatically throughout the whole visualization. Use cases based on 

MIT reality data, EMR data and a simulated daily schedule data have 

also been demonstrated in this paper. 
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[Dasgupta2011a][DK11a]
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[Dasgupta2011b][DK11b]
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[Dasgupta2013][DCK13]

Metrics for privacy and utility.
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[Dasgupta2014][DMARC14]

Examples showing data aggregation and 

binning is not enough.

Glyph example shows unsuspecting shapes can 

also lead to disclosure.
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[Dasgupta2019][DCK19]

Attack scenarios and visual uncertainty.

A number of attack scenarios can be imagined based 

on which we calculate metrics for quantifying risks.
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[Kao2017][KHC17] Privacy re-

i d e n t i f i c a t i o n p r o c e s s a r e t o o 

cumbersome for the data owners and this 

gives rise to the privacy leakage in open 

datasets. This paper presents a novel 

visualization interface named ODD 

visualizer which will help in open data 

de-identification, i.e, if  there is any 

privacy leakage in the dataset. It uses 

heat maps to display k-anonymity and l-

diversity distribution.
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[Liccardi2016] [LARC16] This paper uses a novel geographical map visualization in order to infer places of interest 

(like home, work, social places etc.) of a person from geo-location enabled tweets. This paper also conducts an 

empirical study to understand how accurately these places of interest can be analyzed from a text based interface and 

a visual map based interface. It also discusses the implications of the findings of this study through a privacy 

perspective.
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[Oksanen2015][OBSW15] This paper has used 

movement data from mobile sports tracking 

applications to generate privacy-preserving heat 

maps in which the trajectories and the diversities 

of the users can be studied. This will also help to 

reduce the bias caused by participation inequality 

in this type of study. This paper generated heat 

maps from public cycling workouts data and 

compared it ot privacy-preserving kernel density 

estimation (ppKDE) and privacy-preserving user 

count calculation (ppUCC)
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[Ragan2018][RKIW18] This paper presents an interactive interface 

where the user starts with fully masked de-identified data and later 

clicks to open when more information is required for making better 

decisions. This is a system that reduces privacy risk through on-

demand incremental information disclosure. Box plots have been 

used to analyze the test results in different masking levels like full, 

moderate, low and masked.
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[Wang2017][WCC17]

One of the few examples of a tool for evaluation of trade-offs.
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[Wang2018a]WCC18

GraphProtector is a great example of a tool for algorithm comparison.
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[Wang2018b]WGL18 This paper uses a novel geographical map visualization in order to infer places of interest (like home, 

work, social places etc.) of a person from geo-location enabled tweets. This paper also conducts an empirical study to 

understand how accurately these places of interest can be analyzed from a text based interface and a visual map based 

interface. It also discusses the implications of the findings of this study through a privacy perspective.
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[Gkoulalas-Divanis2014][GLS14] This paper talks about 

preserving privacy while publishing electronic health records. Also 

talks in details about how to prevent identity disclosure, 

membership disclosure and attribute disclosure. This paper also 

discusses how privacy-preserving data sharing can also be 

facilitated in the non-interactive privacy scenario. This scenario 

assumes that the data are deposited into a secure repository and can 

be queried by external data users. But the authors also note that 

complex queries are difficult to support in the interactive scenario 

(similar to statistical databases) and several analytic tasks like 

visualization, require individual records, as opposed to aggregate 

results or models. Hence, they have noted that data publishers need 

to carefully select the appropriate privacy-preserving data sharing 

scenario based on their needs.

No Visualization
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[Gotz2016][GB16] This paper presents a novel 

visualization method to analyze the user’s 

temporal medical data. Flow based visualization 

has been used to represent the temporal data like 

the order of symptoms onset for heart failure 

patients. The main challenge lies in limiting the 

amount of information for privacy issues and this 

may significantly hamper the process of record 

linkage in this medical data.
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[Ljubic2019][LGGPO19] This paper uses geographical heatmaps to present the 

distribution of influenza in a certain area. This helps in finding the affected area in a 

certain geographical region which may be helpful to healthcare officials. A privacy 

leakage in these geographical heatmaps may allow the identification of certain patients, 

leading to identity disclosure.
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[Muchagata2019][MVF19] This paper presents a text-based interface in a mobile application which will help patients and healthcare 

professionals to monitor health data. The most important feature of this visualization, named Adaptive Graphical Visualization Interface 

(AGVI), is the interface is user-adaptive, i.e., it changes according to the user’s needs. This paper observes that adaptive visualization 

techniques can influence the users’ perspective on security and privacy of a mobile application but the roles of the user (patient or 

healthcare professional) and their goals (searching for medications or analyzing patients’ tests) can influence this perspective.
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[Bahrini2019][BMMWS19] This paper discusses how a mobile 

application can help users to understand which user information is 

accessible by the granted permissions. This interactive visualization 

will help the users make an informed decision about whether to 

install a certain application or not. The authors claim that the results 

of their evaluation state that by promoting user awareness regarding 

permissions required by mobile applications (Android), users pay 

more attention to these permissions. The paper also tested system 

usability using error bars for different versions of the application 

and concluded that the version with more detailed description/flow 

of permissions has greater usability.
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[ B a h r i n i 2 0 1 9 ] [ B M M W S 1 9 ] T h i s i s t h e 

HappyPermi app without the detailed flows.
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[Conti2005][CAS05] Since information visualization systems are 

an effective way to understand large amounts of data, they are prone 

to manipulation attacks. Hence the authors present a framework for 

information visualization system security analysis, a taxonomy of 

visualization attacks and technology independent principles for 

countering malicious visualizations. The authors talk about different 

attack techniques like “Cry Wolf” attack, displacement attack 

among others. This paper suggests that in order to protect from these 

attacks, the user needs to be educated, data generation and data flow 

need to be protected and the systems should be designed to protect 

the user, along with the consideration that the adversary is 

intelligent and well-informed.

No Visualization
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[Deeb2019][DEB19] This is a view of the IBM’s 

i2 Analyst Notebook. It is used by analysts in law 

enforcement cases to visualize social networks. 

These visualizations were used to explain the 

insights developed in the case to the co-workers 

and prosecutors. The authors note that this is an 

interesting and challenging problem area for 

information visualization practitioners as the data 

in the human trafficking cases is collected from a 

wide range of sources, ranking from semi-

structured databases to coded transcriptions of 

interviews. The authors also note that it is quite 

cha l lenging to v i sua l ize the da ta wi th 

computational or analytic models with inherent 

uncertainty, but it is also difficult to create 

interactive interfaces that will allow investigators 

or law enforcement officials to make well-

informed decisions.
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[Elagroudy2019][EKMIBS19] This paper talks 

about altering photos captured through lifelogging 

cameras, using visualization techniques like 

obfuscation. The authors conducted a study of two 

sessions where lifelog was generated in one session 

and they were reviewed in the other session. The 

first image shows an image and its obfuscated 

version. The study concluded that obfuscation 

improved the number of proper recalls by the 

participants in later session but did not improve the 

accuracy, as depicted by the line graphs. As 

mentioned in the paper, privacy-aware obfuscation 

in photos is commonly used in applications like 

Google Street View.
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[Kum2019][KRIRLS19] This paper presents an interactive interface 

where the user starts with fully masked de-identified data and later 

clicks to open when more information is required for making better 

decisions. This is a system that reduces privacy risk through on-

demand incremental information disclosure. Violin plots have been 

used to analyze the test results and test statistical differences in 

measure like error rate, k- Anonymity Privacy Risk (KAPR) scores 

and duration.
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[Kum2019][KRIRLS19]
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[Mazzia2012][MLA12] This paper presents an interface, PViz, to 

understand how users model groups and privacy policies apply to the 

existing social networks like Facebook and Google+. They state that as 

the existing tools present solutions to the policy comprehension 

problem for individuals (single tasks), they fail to scale to groups. 

Hence a visualization interface is required that provide the user with 

complete information – information about both group membership and 

about the privacy policies applied to these groups. The tool PViz also 

lets the user to comprehend privacy settings at different levels of 

granularity. Gradient encoding has been performed for visibility, which 

ranges from from 0% visibility (light) to 100% visibility (dark) and is 

assigned based on the user’s privacy selection for a selected profile 

item.
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[Takano2014][TOTAI14] This paper proposes a visualization system 

to create awareness for web activity tracking. Web tracking can be a 

serious privacy concern as this may reveal important user attributes. 

This paper has developed a web tracker identification methodology 

using methods like HTTP Referrer graph Analysis, Domain 

Aggregation, DNS-SOA-Record-Based-Grouping and Weighted Site 

Ranking of user data leakage. The interface, MindYourPrivacy was 

tested on around 129 attendees of a camp and it was inferred that the 

visualization of a user's network traffic should contain more relevant 

information by analyzing cookies which are used to identify and track 

users.
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[Wang2015][WGXZYB15] This paper talks about a visualization tool named VeilMe which gives users the power to change their privacy settings 

while generating the personality profile, derived from social media. Since the personality profile could be used at workplaces, it is quite difficult for 

users to comprehend it and set the correct privacy policy for each trait. This novel visualization tool gives the user an easy and intuitive interface to 

control the privacy settings based on several parameters. One of these important parameters is "social distance", i.e., the social remoteness of the 

target audience from the user.
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[Anwar2009][AFYH09] This paper is based on the hypothesis that the 

proper visualization of  an individual’s extended neighborhood in an 

Online Social Network (OSN) may help the individual understand the 

privacy implications of their access control policies. But this may 

compromise the privacy of  others if an individual has unrestricted view of 

their neighborhood. Thus this paper proposed a privacy-sensitive 

visualization interface consisting of social graphs which will help to 

conduct policy assessment in a fair and meaningful manner.
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[Gao2013][GB13] This paper has applied 

community discovery methods to automatically 

generate friend circles for a user in Online Social 

Networks (OSN). This paper also implemented a 

visualization interface (hierarchical circles) to help 

the users check the visibility of their online posts 

and protect their privacy. These hierarchical circles 

have some fine-grained control settings and thus, 

helps the user to interact with these circles and 

make decisions for the visibility of their posts.
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[Becker2014][BHOK14] This paper reflects whether using visualizations to communicate 

privacy and security measures have positive effects on trust. The paper used certain infographics 

to depict certain privacy concepts like SSL encryption, AES encryption and studied the 

improvement on privacy and trust. The study concluded that though these descriptive images 

have a positive effect on the trust in the provider, there was no significant improvement 

regarding data security and privacy, in comparison to the text-based privacy policy.
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[Dhotre2017][DBKO17] This paper has implemented a method to perform 

semi-automatic analysis of the privacy policies of certain websites and 

generate visualization in order to help the user understand the policies better. 

This visualization interface, consisting of pie charts, helps the user understand 

the use of different Personally Identifiable Information (PII) by the website, 

according to their privacy policies. The interface also summaries certain 

sections like use of cookies, information sharing polices and help the users to 

understand them better. The Privacy Policy Elucidator Tool (PPET) collects the 

privacy policies from different websites, parse them, classify them using 

machine learning techniques like Naïve Bayes classifier and uses the extracted 

paragraph and summary for the visualization. It also evaluates the 

trustworthiness of the website and displays the same through a donut 

visualization.
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[Dhotre2017][DBKO17]
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[Ghazinour2009][GMB09] This papers presents a 

visualization model which will help the data owners 

understand the privacy policy of a website and help the 

policy officers to better understand the designed policies. 

The figures present the Privacy Policy Visualization Model 

(PPVM) for certain online social network websites. These 

relationship diagrams help understand privacy policies of 

these websites like using the users’s name and email 

address to send notifications regarding new services, not 

collecting data of anyone under a certain age limit, disclose 

user information pursuant to lawful requests etc. The model 

suggests to highlight the purpose(P), granularity(G), 

visibility(V), retention(R) and constraint(C) of the privacy 

policies in this relationship diagrams.
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[Yee2006][Y06] This paper 

presents a visualization 

interface which will help the 

privacy and security analysts 

understand the flow of 

i n f o r m a t i o n b e t w e e n 

different organizations and 

identify vulnerabilities due 

to policy non-compliance. 

The figure explains how 

information flows between 

an online pharmacy and it 

suppliers.
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No Visualization

[Hongde2014][HSH14] This paper explores the realm of 

differential privacy in a cloud-based research environment. It has 

dome certain improvements on the k-means clustering algorithm by 

combining differential privacy along with k-means clustering. This 

research will address the challenges faced with location-based 

information, specially the privacy concerns. This paper also 

proposes to perform the aggregation operation on the large-scale 

sample data in order to protect the privacy of the data.
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[Osia2020][OSSTKRKH20] This paper address the privacy and efficiency challenges faced while performing continuous user data 

collection in order to feed the machine learning models. Dimensionality reduction, Siamese fine-tuning and noise addition have been 

suggested as some of the methods to protect privacy in this hybrid user-cloud framework proposed by this paper. This paper also suggests 

the use of an Auto-Encoder visualization technique which will help in obtaining insights into the privacy of images.
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[Kung2017][K17] This paper has important contribution towards the privacy protection of big data. Dimensionality reduction is an 

important method to comprehend data of large scale and to protect privacy of the users mentioned in the dataset. Hence, this paper uses 

Discriminant Component Analysis (DCA), a supervised version of Principal Component Analysis (PCA) for the visualization because 

DCA can support data of high compression (small dimensionality) and the recoverability can be controlled. This paper has also compared 

among the  results of different clustering methods like Torre and Kanade’s DCA and an iterative DCA approach.
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[Xiao2018][XLZMMXLL18] This paper presents a visualization tool named VISEE which will help to 

maintain the balance between high application utility and less privacy leakage in the case of sharing of sensor 

data. Accelerometer data collected from different mobile devices has been used as an example. The 

visualization containing parallel coordinates, feature grid diagram, ranking chart will help to select the 

appropriate combination of features and sampling rates, thus making a good decision on the trade-off  between 

utility and privacy.


